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1. Introduction

In recent years, a great deal of research in nonsmooth analysis has focused
on the development of generalized subdifferentials that provide sharp
extremality conditions and good calculus rules for nonsmooth functions [4,
7, 10, 24, 27, 29]. Very recently, the idea of convexificators has been used
to extend, unify, and sharpen various results in nonsmooth analysis and
optimization [10, 15, 16]. In [17], Jeyakumar and Luc gave a revised ver-
sion of convexificators by introducing the notion of a convexificator which
is a closed set but is not necessarily bounded or convex. Such a new notion
allows applications of convexificators to continuous functions.

The problem (P ) considered in this paper is a sequence of two optimiza-
tion problems in which the feasible region of the upper-level problem (P1)

is determined implicitly by the solution set of the lower-level problem (P2).
It may be given as follows

(P1) :
{

Minimize F (x, y)

subject to:G(x, y)�0, y ∈S (x),

where, for each x ∈X,S (x) is the solution set of the following parametric
optimization problem

(P2) :
{

Minimizef (x, y)

subject to:g (x, y)�0,
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where F,f : R
n1 × R

n2 −→ R,G = (
G1, . . . ,Gm2

)
: R

n1 × R
n2 −→ R

m2 and
g = (g1, . . . , gm1): R

n1 ×R
n2 −→R

m1 are given; ni and mi, i = 1,2, are inte-
gers with ni �1 and mi �0.

We agree that, whenever m1 = 0 or m2 = 0, this means that the corre-
sponding inequality constraint is absent in the (P ). A pair (x, y) is said to
be optimal solution to the (P ) if it is an optimal solution to the following
problem: min(x,y)∈S F (x, y) where

S ={
(x, y)∈R

n1 ×R
n2 :G(x, y)�0 and y ∈S (x)

}
.

A lot of research has been carried out in bilevel optimization problems
[3, 6, 8, 13, 23, 25, 26, 30–32]. Ye and Zhu [31] give optimality conditions
without convexity assumption on the lower level problem and without the
assumption that the solution set S (x) is a singleton. Under semi-Lipschitz
property, Zhang [32] extends the classical approach to allow the nonsmooth
problem data; he derives existence and optimality conditions for problems in
terms of a graph set of the solution multifunction to the lower-level problem.

In this note, our approach consists in using an appropriate regularity
condition and the notion of convexificator to detect necessary optimality
conditions in terms of Lagrange–Kuhn–Tucker multipliers. Some examples
that illustrate the usefulness of convexificators are also given. For a locally
Lipschitz function, most known subdifferentials such as the subdifferential
of Clarke, Michel–Penot, Ioffe–Mordukhovich and Treiman are convexifi-
cators. For more details, see [17] and the references therein.

The rest of the paper is written as follows: Section 2 contains basic
definitions and preliminary results. Section 3 is devoted to the optimality
conditions.

2. Preliminaries

Let f:Rp →R∪{+∞} be an extended real valued function. The expressions

f −
d (x, v) := lim inf

t↘0
[f (x + tv)−f (x)]/t,

f +
d (x, v) := lim sup

t↘0
[f (x + tv)−f (x)]/t

signify, respectively, the lower and upper Dini directional derivatives of f

at x in the direction of v.

DEFINITION 1. [17]. The function f : R
p → R∪{+∞} is said to have a

convexificator �∗f (x) at x if �∗f (x)⊂R
p is closed and, for each v ∈R

p,

f −
d (x, v)� sup

x∗∈�∗f (x)

〈
x∗, v

〉
and f +

d (x, v)� inf
x∗∈�∗f (x)

〈
x∗, v

〉
.
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Note that convexificators are not necessarily compact or convex [10]. These
relaxations allow applications to a large class of nonsmooth continuous
functions. For instance, the function f: R→R defined by

f (x)=
{√

x if x �0,

−√−x if x <0,

admits noncompact convexificators at 0 of the form [α,∞) with α ∈R. On
the other hand, the function f: R→R, defined by

f (x)=−|x|,

admits a nonconvex convexificator �∗f (0)={1,−1} at 0.
Denoting by �	f (.) and �◦f (.) the Michel–Penot subdifferential and

the Clarke generalized subdifferential, we have the following remarks and
examples.

Remark 1. Let f: Rp→R∪{+∞} be finite at a point x ∈R
p.

If f is locally Lipschitz at x, then �◦f (x) and �	f (x) are convexificators of
f at x. However, the convex hull of a convexificator of a locally Lipschitz
function may be strictly contained in both the Clarke and Michel–Penot
subdifferentials.

Here, the set �◦f (x) designes the Clarke generalized gradient of f at x;
i.e.

�◦f (x) :=
{

x∗ ∈R
p : lim sup

u→x, t↘0

f (u+ tv)−f (u)

t
�

〈
x∗, v

〉 ∀v ∈R
p

}

and �	f (x) designes the Michel–Penot subdifferential of f at x; i.e.

�	f (x)={
x∗ ∈R

p :x∗ �f 	 (x, .)
}

where

f 	 (x, v)= sup
w∈Rp

lim sup
t→0+

t−1 [f (x + tw + tv)−f (x + tw)] .

for more details, see [21, 22].

EXAMPLE 1. [17]. Define f: R2 →R by

f (x)=|x|− |y| .
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It can easily be verified that

�∗f (0)={(1,−1) , (−1,1)}
is a convexificator of f at 0, whereas

�	f (0)= �◦f (0)= co({(1,1), (−1,1), (1,−1), (−1,−1)}).
It is clear that

co
(
�∗f (0)

)⊂ �	f (0)= �◦f (0) .

Clearly, this example shows that certain results such as the necessary
optimality conditions that are expressed in terms of �∗f (x) may provide
sharp conditions even for locally Lipschitz functions.

To progress, we need the following definition.

DEFINITION 2. [17]. A set valued mapping F:Rp ⇒R
q is upper semicon-

tinuous (u.s.c.) at x, if for each ε >0, there exists δ >0 such that, for each
x ′ ∈x + δBRp ,

F
(
x ′)⊂F (x)+ εBRq ,

where BRp and BRq are the unit balls in R
p and R

q , respectively.

In order to give an example of non locally Lipschitz function, let us
recall the following definition.

DEFINITION 3. [24]. Let f : Rp →R := [−∞,+∞] be an extended-real-valued
function and x ∈ dom(f ). The symmetric subdifferential of f at x is defined
by

�0f (x) := �f (x)
 [−�(−f ) (x)]

where �f (x) := lim
x

f→x,
supε↘0 �̂εf (x) and �̂εf (x) is the ε− Fréchet sub-

differential of f at x. For more details see [24].

Note that sufficient conditions for the upper semicontinuity of �0f (.)

can be found in [14] and [19].

PROPOSITION 1. Let f : R
p → R := [−∞,+∞] be continuous and x ∈

dom(f ). Suppose that �0f (x) is closed and that �0f (.) is upper semicon-
tinuous at x. Then �0f (x) is a convexificator of f at x.
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Proof. Let ε>0. By the upper semicontinuity of �0f (.), there exists δ>0
such that

�0f
(
x ′)⊂ �0f (x)+ εBRq ,

for all x ∈x + δBRp .

Using Theorem 2.3 of [16] ( the mean value theorem ), there exists c∈ ]x, x[
such that

f (x)−f (x)∈ �0f (c) (x −x)⊂ �0f (x) (x −x)+ ε ‖x −x‖BR.

Now, let v ∈R
p. Since BR is compact,

f −
d (x, v)∈�0f (x) (v)+ ε ‖v‖BR and f +

d (x, v)∈�0f (x) (v)+ ε ‖v‖BR.

Consequently, there exist x∗
1 , x∗

2 ∈ �0f (x) and b1, b2 ∈BR such that

f −
d (x, v)= 〈

x∗
1 , v

〉+ ε ‖v‖b1 and f +
d (x, v)= 〈

x∗
2 , v

〉+ ε ‖v‖b2.

Then,

f −
d (x, v)� sup

x∗∈�0f (x)

〈
x∗, v

〉+ε ‖v‖ and f +
d (x, v)� inf

x∗∈�0f (x)

〈
x∗, v

〉−ε ‖v‖ .

Letting ε →0, one gets

f −
d (x, v)� sup

x∗∈�0f (x)

〈
x∗, v

〉
and f +

d (x, v)� inf
x∗∈�0f (x)

〈
x∗, v

〉
.

The proof is finished.

Remark 2. 1. It has been proved by Amahroq and Gadhi [2] that if f is
continuous then �0f (x) is an approximation of f at x. (For more details,
see [1, 2, 18])
2. Instead of using the symmetric subdifferential of f at x, one can formu-
late the above result by means of the notion of approximation [1, 18].

Now, we recall the chain rule for composite functions in terms of convex-
ificators established by Jeyakumar and Luc in [17].

PROPOSITION 2. [17]. Let f = (f1, . . . , fn) be a continuous function from
R

p to R
n, and g be continuous function from R

n to R. Suppose that, for each
i =1,2, . . . , n, fi admits a bounded convexificator �∗fi (x) and that g admits
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a bounded convexificator �∗g (f (x)) at f (x). For each i = 1, . . . , n, if �∗fi

is u.s.c. at x and �∗g is u.s.c. at f (x), then the set

�∗ (g ◦f ) (x) := �∗g (f (x))
(
�∗f1 (x) , . . . , �∗fn (x)

)
is a convexificator of g ◦f at x.

Since the convex hull of a convexificator of a locally Lipschitz function
may be strictly contained in the Clarke subdifferential, Corollary 3 is an
extension of Proposition 2.3.12 [4].

COROLLARY 3. Let f = (f1, . . . , fn) be a continuous function from X to
R

n. Suppose that for i = 1,2, . . . , n, the function fi admits a bounded con-
vexificator �∗fi (x) at x.
Let

h (x)=max {fi (x) : i =1,2, . . . , n}
and I (x)={i :fi (x)=h(x)}. Then co

{∪i∈I (x)�
∗fi (x)

}
is a convexificator of h

at x, where “co” denotes the convex hull.

Proof. The proof is a consequence of Proposition 2 by considering

f (x) := (f1 (x) , f2 (x) , . . . , fn (x))

and

g (t1, t2, . . . , tn) :=max (t1, t2, . . . , tn).

Since g is Lipschitz and convex,

�cg (s1, . . . , sn)=
⎧⎨
⎩(r1, . . . , rn) :

ri �0,
n∑

i=1
ri =1

and ri =0 whenever si <g (s1, . . . , sn)

⎫⎬
⎭,

is a convexificator for g at (s1, . . . , sn). Consequently co {�∗fi (x) : i ∈ I (x)}
is a convexificator for h at x.
The proof is thus complete.

Similarly, we deduce the following result which is a variant of Theorem
2.8.2 [4]. See also [5, 28].

COROLLARY 4. Let T be a sequentially compact space, x ∈R
p, ft :Rp →R

and

h (x)= sup
t∈T

{ft (x)} and J (x)={t ∈T :ft(x)=h (x)} .
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Suppose that there exists a neighborhood U of x in Y such that for each t ∈
T, the function ft is finite on U and admits a bounded convexificator on U.

If in addition t �−→ft is upper semicontinuous then, cl co{�∗ft (x) : t ∈J (x)}
is a convexificator of h at x.

Proof. It suffices to repeat (with very slight modification) the argument
of the first part of the proof of Theorem 2.8.2 in Clarke [4].

Let H:Rp ⇒R
q be a set-valued mapping. For every y∗ ∈R

q, the support
function of H at x is defined by

CH

(
y∗, x

)
:= sup

y∈H(x)

〈y∗, y〉,

where 〈., .〉 is the dual pairs.
Suppose that for all x ∈X, H(x) is a nonempty, closed and convex set. The
distance function of H to zero,

d(0,H(x))= inf{‖y‖:y ∈H(x)}
is related to the support function of H by the relation

d (0,H(x))= max
y∗∈Y ∗

H ∩Rq
− CH

(
y∗, x

)
,

where Y ∗
H denotes the barrier cone of H defined by

Y ∗
H :=

{
y∗ ∈R

q : sup
y∈H(x)

〈y∗, y〉 <+∞
}

.

If d (0,H(x))>0 then there is a unique y∗ ∈Y ∗
H ∩BRq satisfying ‖y∗‖=1 and

d (0,H(x))=−CH (y∗, x), see [11] and [28].
Using Corollary 4, one can deduce the following result which is an

extension of Proposition 2.2 [11].

COROLLARY 5. Suppose that there exists a neighborhood U ⊂ X of x

such that for each x ∈U and y∗ ∈Y ∗
H ∩BRq , the support function CH (y∗, .) is

continuous on U and admit a bounded convexificator �∗CH (y∗, .) (x) . Then,
the distance function d (0,H(x)) admits

cl co
{−�∗CH

(
y∗, .

)
(x) :y∗ ∈J (x)

}
as a convexificator at x, where J (x) = {

y∗ ∈ Y ∗
H : ‖y∗‖ � 1, d (y,H(x)) =

−CH(y∗, x)
}
.

If in addition, d (0,H(x))>0 then J(x) consists of only one single element y∗

with ‖y∗‖=1.
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3. Optimality Conditions

For all the sequel, it is assumed that the leader presuppose cooperation
of the follower in the sense that the latter will choose in each time that
solution in S (x) which is best suited with respect to the leader’s objective
function.

In this case, according to Stephane Dempe [9], (P ) can be replaced by

(
P ∗) :

⎧⎪⎪⎨
⎪⎪⎩

Minimize F (x, y)

subject to:
G(x, y)�0, g (x, y)�0,

f (x, y)−V (x)�0,

(x, y)∈R
n1 ×R

n2,

provided that (P ∗) has an optimal solution [20], where

V(x) :=min
y

{
f (x, y):g (x, y)�0, y ∈R

n2
}
.

Remark 3. Dempe [9] has proved that under the following hypotheses
(H1) , (H2) and (H3), the optimization problem (P ) has at least one opti-
mal solution.

(H1): F (., .) , f (., .) , g (., .) and G(., .) are lower semicontinuous ( l.s.c.
) on R

n1 ×R
n2;

(H2) :V (.) is upper semicontinuous ( u.s.c. ) on R
n1;

(H3) : The problem (P ∗) has at least one feasible solution (i.e., the infi-
mal value v∗ of the function F (., .) on the feasible set of this problem is
less than infinity ), there exists v∗ <c<∞ such that

M :={
(x, y)∈R

n1 ×R
n2 :G(x, y)�0, g (x, y)�0, F (x, y)� c

}

is not empty and bounded.

For more details, we refer the interested reader to [9].
The following regularity is in the line of Amahroq and Gadhi’s constraint
qualification [2]. We will use it to establish necessary optimality conditions
in terms of Lagrange–Kuhn–Tucker multipliers.

DEFINITION 4. The problem (P ) is said to be regular at (x, y) if there
exists a neighborhood U of (x, y) and δ, β >0 such that :

∀ (µ,υ) ∈ R
m1+ × R

m2+ , ∀ (x, y) ∈ U, ∀x∗
g ∈ co �∗g (x, y) ,∀x∗

G ∈ co �∗G(x, y),
∀x∗

f ∈ co �∗f (x, y) ,∀x∗
V ∈ �∗V(x)×{0} ∃ξ ∈ δBX such that

µg (x, y)+υG(x, y)+ 〈(
x∗

g , x
∗
G, x∗

f −x∗
V

)
, ξ

〉
�β. (3.1)
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Now, we are able to give necessary optimality conditions for the bilevel
optimization problem (P ). Moreover, under the regularity of Definition 4,
we detect Lagrange–Kuhn–Tucker multipliers.

THEOREM 1. Let (x, y) be a solution of (P ). Assume that �∗F, �∗f, �∗g
and �∗G are upper semicontinuous at (x, y). Also, suppose that there exists a
neighborhood U ⊂X of (x, y) such that the functions F, f, g, G are contin-
uous on U and admit bounded convexificators �∗F(x, y), �∗f (x, y), �∗g(x, y)

and �∗G(x, y) at (x, y).
Then, there exist scalars λ1, λ2, γ � 0 and vectors

(
µ1, . . . , µm1

) ∈
R

m1+ ,
(
υ1, . . . , υm2

)∈R
m2+ such that

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

‖(µ,υ, γ )‖=1 and λ1 +λ2 =1,
m1∑
i=1

µigi (x, y)=0 and
m2∑
j=1

υjGj (x, y)=0,

(0,0)∈λ1co �∗F (x, y)+λ2γ co �∗f (x, y)+λ2

m1∑
i=1

µico �∗gi (x, y)

+λ2

m2∑
j=1

υj co �∗Gj (x, y)−λ2γ (�∗V (x)×{0})

where{
�∗V(x)= co {�∗f (., y) (x):y ∈J (x)} ,

J (x)={y ∈R
n2 :g (x, y)�0 and f (x, y)=V (x)} .

If in addition to the above assumptions, the problem (P ) is regular at (x, y),
one has

λ1 >0.

Proof. The proof of this theorem consists on several steps.
• Let us prove that there exist scalars λ1, λ2, γ � 0 and vectors µ =(

µ1, . . . ,µm1

)∈R
m1+ , υ = (

υ1, . . . , υm2

)∈R
m2+ such that

‖(µ,υ, γ )‖=1, λ1 +λ2 =1 and

(0,0)∈λ1 co �∗F (x, y)+λ2 γ co �∗f (x, y)+λ2

m1∑
i=1

µi co �∗gi (x, y)

+λ2

m2∑
j=1

υj co �∗Gj (x, y)−λ2 γ
(
�∗V (x)×{0}) ;
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where{
�∗V (x)= co {�∗f (., y) (x) :y ∈J (x)} ,

J (x)={y ∈R
n2 :g (x, y)�0 and f (x, y)=V (x)} .

Let (x, y) is an optimal solution to (P ). According to Stephane Dempe [9],
it is also an optimal solution of (P ∗).
Set

H (x, y) := (g (x, y) ,G (x, y) , f (x, y)−V (x))+R
m1+ ×R

m2+ ×R+,

	1 (x, y) :=F (x, y)−F (x, y)+ 1
n
, 	2 (x, y) :=d (0,H (x, y))

and

hn (x, y) :=max (	1 (x, y) ,	2 (x, y)) ;

In this case, Y ∗
H =R

m1− ×R
m2− ×R−. We have also

hn (x, y)� 1
n

+ inf
(x,y)∈R

n1 ×R
n2
hn (x, y) .

By using Ekeland’s Variational Principle [12], there exists (xn, yn) ∈ R
n1 ×

R
n2 such that⎧⎪⎪⎨

⎪⎪⎩
‖(xn, yn)− (x, y)‖� 1√

n

hn (xn, yn)�hn (x, y)+ 1√
n

‖(x, y)−(xn, yn)‖ for all (x, y)∈R
n1 ×R

n2 .

Hence (xn, yn) is a minimum of hn (x, y)+ 1√
n

‖(x, y)− (xn, yn)‖ and we get

0∈ cl co �∗
(

hn + 1√
n

‖.− (xn, yn)‖
)

(xn, yn) .

Consequently,

0∈ cl co �∗hn (xn, yn)+ 1√
n

BR
n1+n2 .

In view of Corollary 3, it follows that

�∗hn ⊂ co
{
�∗	i : i ∈ I (xn, yn)

}
,
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where I (xn, yn) :={i :hn (xn, yn)=	i (xn, yn)}.
Consequently, there exists λn,1, λn,2 ∈ [0,1] such that λn,1 +λn,2 =1 and

0∈λn,1co �∗	1 (xn, yn)+λn,2co �∗	2 (xn, yn)+ 1√
n

BR
n1+n2 (3.2)

where λn,1 = 0 if 	1 (xn, yn)<	2 (xn, yn) , λn,2 = 0 if 	2 (xn, yn)<	1 (xn, yn),
and 0<λn,1 <1, 0<λn,2 <1 if 	1 (xn, yn)=	2 (xn, yn).
Moreover max (	1 (xn, yn) ,	2 (xn, yn))>0, otherwise

{
d (0,H (xn, yn))=0,

F (xn, yn)−F (x, y)+ 1
n

=0.

So that 0 ∈ H (xn, yn) and F (xn, yn) − F (x, y) = −1
n

. Since (x, y) is an

optimal solution of the problem (P ), one has F (xn, yn) − F (x, y) � 0, a
contradiction.

From Equation 3.2, and using Corollary 5, there exist z∗
n = (µn, υn, γn)∈

R
m1− ×R

m2− ×R− such that
∥∥z∗

n

∥∥=1, λn,1, λn,2 ∈ [0,1] , λn,1 +λn,2 =1 and

0∈λn,1 co �∗F (xn, yn)−λn,2 co �∗CH

(
z∗
n, .

)
(xn, yn)+ 1√

n
BR

n1+n2 . (3.3)

With µn = (
µn,1, . . . , µn,m1

)
, υn = (

υn,1, . . . , υn,m2

)
and

�∗CH

(
z∗
n, .

)
(xn, yn)=

m1∑
i=1

µi,n�
∗gi (xn, yn)+

m2∑
j=1

υj,n�
∗Gj (xn, yn)

+γn�
∗f (xn, yn)−γn (�∗V (xn)×{0}) .

Taking a subsequence if necessary, we can assume that (λn,1) → λ1 ∈
[0,1] , (λn,2)→λ2 ∈ [0,1] , µi,n →µi � 0, υj,n →υj � 0, γn →γ � 0, z∗

n → z̃∗ =
(µ,υ, γ ) and ‖(µ,υ, γ )‖=1 when n tends to +∞.

Then, taking
(
µo

i , υo
j , γ o

)
:=− (

µi, υj , γ
)
, one has

(
µo

i , υo
j , γ o

)
∈R

m1+ ×
R

m2+ ×R+ and

0∈λ1 co �∗F (x, y)+λ2

⎡
⎣ m1∑

i=1

µo
i co �∗gi (x, y)+

m2∑
j=1

υo
j co �∗Gj (x, y)

+γ oco �∗f (x, y)−γ o
(
�∗V (x)×{0})

⎤
⎦ .
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Using Corollary 4, co {�∗f (., y) (x):y ∈J (x)} can be taken as a convex-
ificator of V at x. We remind the reader that

J(x)={
y ∈R

n2 :g (x, y)�0 and f (x, y)=V (x)
}
.

• Let us prove that
m1∑
i=1

µigi (x, y)=0 and
m2∑
j=1

υjGj (x, y)=0.

On the one hand, since 0∈H (x, y), we have CH ( z̃∗, (x, y))�0. That is,

m1∑
i=1

µigi (x, y)+
m2∑
j=1

υjGj (x, y)+γ [f (x, y)−V (x)]�0. (3.4)

On the other hand,

gi (x, y)�0, Gj (x, y)�0 and f (x, y)−V(x)=0.

Then,

m1∑
i=1

µo
i gi (x, y)+

m2∑
j=1

υo
j Gj (x, y)+γ o [f (x, y)−V (x)]�0. (3.5)

Combining Equations 3.4 and 3.5, we obtain

m1∑
i=1

µigi (x, y)+
m2∑
j=1

υjGj (x, y)+γ [f (x, y)−V (x)]=0.

Consequently,

m1∑
i=1

µigi (x, y)=0 and
m2∑
j=1

υjGj (x, y)=0.

• Let us prove that λ1 >0 if (P ) is regular at (x, y).
Under the regularity assumption of (P ) at (x, y), one can prove that

λ1 > 0. Indeed, by Equation 3.3 we can choose x∗
1n ∈ co �∗F (xn, yn) , x∗

2n ∈
co �∗CH

(
z∗
n, .

)
(xn, yn) and x∗

3n ∈BR
n1+n2 such that

(
1−λn,1

)
x∗

2n =λn,1 x∗
1n + 1√

n
x∗

3n. (3.6)

Since (P ) is regular at (x, y), there exists ξn ∈ δBR
n1 such that

m1∑
i=1

µi,ngi (xn, yn)+
m2∑
j=1

υj,nGj (xn, yn)+ 〈
x∗

2n, ξn

〉
�β. (3.7)
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Combining Equations 3.6 and 3.7, it yields

m1∑
i=1

µi,ngi (xn, yn)+
m2∑
j=1

υj,nGj (xn, yn)+λn,1
〈
x∗

1n, ξn

〉+ 1√
n
δ �

(
1−λn,1

)
β.

As
∥∥x∗

1n

∥∥�α := sup
x∗∈co �∗F(x,y)

‖x∗‖, we have also

m1∑
i=1

µi,ngi (xn, yn)+
m2∑
j=1

υj,nGj (xn, yn)+λn,1α + 1√
n
δ �

(
1−λn,1

)
β.

Letting n→+∞, we obtain

m1∑
i=1

µigi (x, y)+
m2∑
j=1

υjGj (xn, yn)+λ1α � (1−λ1) β.

From the feasibility of (x, y), one gets λ1δα � (1−λ1) β. Then, λ1 �
β

αδ +β
>0.

Remark 4. A Similar result to Theorem 6 can be obtained by using
the notion of approximation introduced for the first time by Jourani and
Thibault [18] and revised after by Allali and Amahroq [1].

Remark 5. By a similar argument to that used in [1], one can prove that
a convexificator which is upper semicontinuous is an approximation. The
converse is true for closed approximations ( the argument is similar to that
of Proposition 1 ).

Remark 6. Since the convex hull of a convexificator of a locally Lips-
chitz function is contained in the Clarke subdifferential, one can deduce
another result in terms of the Clarke subdifferential.
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